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Abstract: Statistical offices in Germany may provide micro data to the scientific community provided that these data are sufficiently anonymised. Anonymised micro data for scientific purposes have to satisfy two conditions. On the one hand, they must preserve analytical validity to the greatest possible extent, on the other hand, the disclosure risk must be sufficiently low. Anonymising business data is usually seen as a difficult undertaking due to the characteristics of those data. Official Statistics in Germany has carried out a research project on “Factual Anonymisation of Business Micro Data“ together with scientific users of its data. In the context of our project, we considered a large variety of anonymisation approaches. A good part of the procedures discussed in the relevant literature were rejected upon a theoretical analysis of their effects on analytical validity. Moreover, we performed test analyses with anonymised real data and compared the results with those obtained from analyses based on original data. Only few approaches remained for further consideration: the traditional ways of information suppression, a less detailed presentation of values and categorisation, and the data-modifying methods of micro aggregation and additive or multiplicative noise. Over a period of two years, we applied those measures – in manifold variants and combinations – to real data of statistical offices, and we analysed the results obtained. In this way, we learned a lot about the effects of the anonymisation measures on both analytical validity and the protection of micro data from being disclosed. The project’s final report has been issued in summer 2005. In this paper we present the results and recommendations of the project.
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1 Introduction

In order to make business micro data of official statistics available to scientists, such data must be in line with disclosure control requirements. The statistical offices are obliged by law to ensure the confidentiality of the micro data files of persons as well as of firms. For German statistics legislation, a data set is anonymous (as far as scientific uses are concerned) if the costs of identification exceed the benefits of identification. Those data bases are called scientific use files as such data can be provided exclusively to scientists. Costs and benefits depend on how "sure" a data intruder can be to reveal useful information.

In order to maintain the analytical validity of the data, they should be anonymised carefully. This is considered to be more difficult to achieve for business micro data than for micro data on households and persons (Sturm, 2002). Compared with data on households and individuals, an anonymisation of business micro data is notably more difficult: Business surveys are based on essentially smaller sample universes than individual-related surveys so that the cell frequencies of individual groups are often also smaller. The distributions of quantitative variables are by far more heterogeneous, and dominating cases do occur. Compared with individual-related surveys, the sampling fractions of business surveys are generally much larger and with respect to some strata they even are complete counts. Besides, the number of units differs considerably for the individual business size classes. Due to the businesses' obligation to publish data, on the one hand, and to the opportunity to retrieve information from data bases against payment, on the other, an external who intends to assign micro data to the respective carrier has at his disposal a substantially larger and much better processed additional knowledge about businesses than he has about individuals or households. And finally, the advantage gained from knowing data of enterprises and local units is rated by far more highly than that gained from obtaining information about individual or household-related surveys.

The users of micro data were largely involved in the German project (carried out 2002-2005) on the anonymisation of business micro data. As a partner in the project, the Institute for Applied Economic Research (IAW) examined the analytical validity of a large number of data which had been anonymised for test purposes. Generally, the basic difficulty in this context is that the purposes for which users wish to use the data are not
known a priori. There are manifold potential uses of enterprise or local unit data, ranging from simple descriptive evaluations to the application of complex econometric models. In our project, we focussed on three approaches for measuring the analytical validity of micro data (see chapter 3 for details).

For assessing the effectiveness of data protection, the choice of a realistic scenario of potential "data intruders" is essential. Statistical offices therefore assume real-life conditions (such as the possibility to use external commercial databases, data mining via the internet, etc.). The Statistics Law stipulates that German statistical offices may pass on data to scientists only if re-identification of the enterprises or local units concerned would require an excessive, i.e. unreasonable effort. Within the framework of the project, we therefore developed a concept to measure protectiveness.

2 Methods of anonymisation

A broad variety of anonymisation methods is described in literature (Höhne, 2003, Ronning et al., 2005), while practical knowledge about their effects is limited. Findings often depend on the data files used and can hardly be generalised (Sturm 2005).

Anonymisation methods may be subdivided into two groups: methods reducing the information, and more recent methods modifying the values of numerical data. When an anonymisation concept is developed, a mix of these two approaches often seems to be the best solution. Information-reducing methods such as the suppression of variables not important for the data users or e.g. the presentation of key variables in broader categories should be preferred, provided that the analyses of interest to the users can still be made. However, if it seems inevitable to additionally apply anonymisation measures which modify the data, a method has to be agreed upon and the parameters of that method need to be balanced appropriately.

The most important methods for modifying data tested in the project were micro aggregation methods, additive and multiplicative noise, Latin hypercube sampling, resampling, post randomisation, data swapping and SAFE.5

---

This paper describes as illustration only the category of deterministic micro aggregation methods (Mateo-Sanz / Domingo-Ferrer, 1998). The basic idea of these methods is to form groups of similar objects and substitute the original values by the arithmetic mean of a group's objects. If deterministic micro aggregation is performed jointly for all numerical variables – consequently, the same groups are formed for different variables when determining the averages (MA_COM) -, it may be differentiated again by whether all variables are included into the measure of distance used to form groups or whether groups are only formed on the basis of one or several guiding variables. In contrast, an isolated micro aggregation of each numerical variable may be performed, too (MA_IND). Also used are variants where the set of numerical variables is subdivided into groups first and where the variables of a group are then micro aggregated jointly (MA_GR).

3 Measuring analytical validity

In general, anonymisation procedures must be judged by whether they can guarantee the anonymity of business and operational data without limiting their usefulness.

3.1 How to assess the analytical validity of anonymised data

The analysis potential is limited on the one hand by the fact that certain analyses are excluded from the start on account of anonymisation procedures because either the issue in question cannot be analysed anymore or the method to be used and equivalent methods cannot be applied anymore. On the other, such limits result from anonymised data producing other analysis results than the original data. When anonymisation procedures are assessed which modify the data, the focus is on the second aspect. The suggestions made on this subject may be classified into three approaches: the statistic-oriented, the application-oriented and the theory-oriented approach (Ronning et al., 2005).

In the project, the effects of data-modifying anonymisation methods were first derived theoretically, where possible, both for descriptive statistical analyses and for linear and non-linear econometric models. Then the theoretical results were checked by means of simulation studies and exemplary analyses using project data. Based on these results, the data-modifying anonymisation methods studied were assessed fundamentally as to
whether they were suitable for preparing scientific use files. The methods regarded as suitable were then used to prepare scientific use files of the project data. Additionally, maximum deviation thresholds were specified for major distribution measures (Ronning et al., 2005).

In the following, major findings are summarised concerning the effects which the group of deterministic micro aggregation procedures has on the analytical validity.

3.2 Effects of deterministic micro aggregation on the analytical validity

a) Deterministic micro aggregation and descriptive distribution measures

Arithmetic means are generally preserved by micro aggregation procedures. However, the arithmetic means of sub-populations are preserved by micro aggregation only if the procedure is applied separately to each of the sub-populations studied. For explaining the effects of deterministic micro aggregation procedures on the variance, it is helpful that the latter may generally be broken down into an external variance between the mean values of individual sub-groups and the internal variance within the sub-groups. As the individual values are substituted by the group average in micro aggregation, the internal variance of each group becomes zero, while the external variance between the group averages remains unchanged. Thus the variance is generally reduced by applying micro aggregation procedures.

It is obvious that the reduction of the variance is the smaller the more similar the values are within the groups. Therefore, separate deterministic micro aggregation (MA_IND) leads to the smallest deviations of variances and standard deviations in that group of methods. The size of the deviations in joint deterministic micro aggregation depends on the degree of correlation among the variables micro aggregated together. For high correlations, the results of joint micro aggregation approach those of separate micro aggregation, the same holds for grouped micro aggregation where only part of the variables is micro aggregated together. It can be shown that the variance distortion of deterministic micro aggregation asymptotically approaches zero (Schmid et al., 2005).

It remains to be mentioned that the value of Spearman’s rank correlation coefficient is as a rule preserved in separate deterministic micro aggregation. Slight modifications

---

6 For deterministic micro aggregation procedures, groups are formed according to the similarity of the values. For information on stochastic micro aggregation procedures with group formation at random please refer also to Ronning et al. (2005).
may occur only due to a higher number of ties. In contrast, no general statement can be made about the effects micro aggregation procedures have on Bravais’/Pearson’s correlation coefficient.

In the following, the distortions of distribution measures caused by different variants of deterministic micro aggregation are shown, using as an example the 1999 structure of costs survey (SCS) in manufacturing. In addition to the two variants MA_COM and MA_IND described above, two variants of grouped micro aggregation, MA_GR8 and MA_GR10, are generated. Here 8 and 11 groups of variables are formed, respectively, while it has been made sure that pairs of highly correlated variables are found in a common group.

The German Manufacturing Industry Structure of Costs Survey of the year 1999, is a projectable sample and includes some 18,000 enterprises with 20 or more employees. All enterprises with 500 or more employees or those in economic sectors with a low frequency are included. That means, a potential data intruder has knowledge about the participation of large enterprises in the survey. We look at the survey of the year 1999, which covers 33 numerical variables (among them total turnover, research and development and the number of employees) and two categorical variables, namely the branch of economic activity (abbreviated: NACE) and the regional key.

Table 1 shows how the essential univariate and multivariate distribution characteristics of the Structure of Costs Survey change through anonymisation. We will look at the mean relative error of the arithmetic means and variances, and the average absolute deviations of the correlations and rank correlations.

As was to be expected, the micro aggregation method MA_COM led to the highest faults in the variances. This is due to the fact that variation is eliminated within the groups because of averaging. The faults in the variance covariance matrix are moderate with these methods. The correlation coefficients are reduced insignificantly. The micro aggregation method MA_IND generates the lowest deviations for the variance covariance matrices and correlation coefficients. Here, the deviation is also low for the variances and arithmetic averages. Finally, the method MA_IND shows low deviations for the correlation coefficients, arithmetic means and variances. A somewhat different picture emerges for the
rank correlations. After the method MA_IND, the method MA_GR10 shows the second smallest change, followed by MA_GR8 and MA_COM.

Table 1  Change of distribution characteristics due to anonymisation of the SCS

<table>
<thead>
<tr>
<th>Method</th>
<th>Average (relative) deviations of the arithmetic mean</th>
<th>Average absolute deviations of the variances</th>
<th>Average absolute deviations of the correlation</th>
<th>Average absolute deviations of the rank correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>in %</td>
<td>in %</td>
<td>(x 100)</td>
<td>(x 100)</td>
</tr>
<tr>
<td>MA_COM</td>
<td>3.5</td>
<td>21.3</td>
<td>5.8</td>
<td>9.0</td>
</tr>
<tr>
<td>MA_GR8</td>
<td>1.8</td>
<td>16.7</td>
<td>3.5</td>
<td>2.4</td>
</tr>
<tr>
<td>MA_GR10</td>
<td>3.9</td>
<td>29.5</td>
<td>2.5</td>
<td>1.5</td>
</tr>
<tr>
<td>MA_IND</td>
<td>0.0</td>
<td>5.9</td>
<td>2.4</td>
<td>0.0</td>
</tr>
</tbody>
</table>

(Source: Land Statistical Office of Berlin and IAW)

**b) Deterministic micro aggregation and econometric models**

Based on the theoretical considerations of the project, the Monte Carlo simulation experiments carried out and the empirical model calculations, micro aggregation procedures are assessed as follows from the viewpoint of econometrics:

a) Joint micro aggregation (MA_COM)

- In linear econometric models, the estimators are unbiased, provided that the dependent variable is not considered in calculating the measure of distance for group formation in micro aggregation (Lechner / Pohlmeier, 2003). If all variables are considered in calculating the measure of distance, the distortion is low due to the smaller influence of the dependent variable.
- If only the explanatory variables are micro aggregated (irrespective of the dependent variables), in linear models the estimators are always unbiased.
- The test statistics are biased but may be corrected if the level of aggregation is known. The bias is the lower the more similar the values are within a group.
- Estimators in non-linear models or in non-linear transformations within linear models are as a rule biased.

b) Partly joint (grouped) micro aggregation (MA_GR)

---

7 Deviations of the arithmetic means are due to the storage variables, which were shown in the data record merely as turnover shares. When these variables were micro aggregated, however, this was done separately for numerator and denominator. Then the quotients were re-calculated.
8 On the results in this section compare especially Rosemann (2005).
9 On the subject of micro aggregation based on the dependent variable compare Schmid et al. (2005).
In linear econometric models, the estimators are not unbiased or consistent. In model calculations there are much greater deviations than for separate micro aggregation.

Estimators in non-linear econometric models or in non-linear transformations within linear models are not consistent or unbiased.

The test statistics are distorted and cannot be corrected.

c) Separate micro aggregation (MA_IND)

Estimators in linear econometric models are not unbiased, they are however consistent (Schmid, 2005).

Estimators in non-linear econometric models or in non-linear transformations within linear models are not consistent or unbiased, but simulation studies and empirical research show that the estimated coefficients change only slightly.

The test statistics are asymptotically unbiased in linear models. For the model calculations made in the project, there were only slight deviations from the original also in non-linear models.

For illustration purposes, the results of Monte Carlo simulations (1,000 observations, 1,000 replications) are presented. On the one hand, a linear model with three normally distributed regressors is estimated. First the model is estimated with the original data, then both the regressors and the dependent variable are anonymised with different variants of deterministic micro aggregation (the size of the group being 5) (Table 2).

If all variables are jointly micro aggregated in a distance-oriented manner on the basis of the regressor \( X' \), the result are unbiased parameter estimators. The t-values turn out too high due to micro aggregation because they are based on a biased estimation of the residual variance. The correct t-values may be determined by multiplying the test statistics shown here with the factor \( f = \frac{M - K}{\sqrt{n - K}} \), M being the number of groups formed by micro aggregation. In this case, with 1,000 observations, K=4 regressors (constant included) and M=200 groups, the resulting correction factor is 0.44. After correcting the t-values accordingly, the t-value obtained for the constant corresponds to the t-value in the original estimation. The other t-values will then be considerably below the original values.

As had been expected, deterministic micro aggregation based on the dependent variable produces biased parameter estimations. Here separate deterministic micro aggregation leads to nearly unbiased estimators.
On the other hand, a binary Probit model is estimated with three normally distributed regressors. Again, the estimation is made first with the original data, then the three regressors are anonymised by different variants of deterministic micro aggregation (Table 3).

Table 2: MC-simulations – linear model, different variants of deterministic micro aggregation, all variables anonymised, 1,000 replications

<table>
<thead>
<tr>
<th></th>
<th>MA_IND</th>
<th>MA_COM based on X₁</th>
<th>MA_COM based on Y</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Original</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Difference not significant (5% level of significance)</td>
<td>Difference not significant (5% level of significance)</td>
<td>Difference not significant (5% level of significance)</td>
</tr>
<tr>
<td></td>
<td>original value</td>
<td>theor. value</td>
<td>original value</td>
</tr>
<tr>
<td>X₁</td>
<td>1.001</td>
<td>0.999 *</td>
<td>*</td>
</tr>
<tr>
<td>(t-values)</td>
<td>(28.57)</td>
<td>(28.46)</td>
<td>(48.44)</td>
</tr>
<tr>
<td>X₂</td>
<td>-0.999</td>
<td>-0.999 *</td>
<td>*</td>
</tr>
<tr>
<td>(t-values)</td>
<td>(-30.91)</td>
<td>(-30.85)</td>
<td>(-31.09)</td>
</tr>
<tr>
<td>X₃</td>
<td>0.499</td>
<td>0.500 *</td>
<td>*</td>
</tr>
<tr>
<td>(t-values)</td>
<td>(14.45)</td>
<td>(14.45)</td>
<td>(14.52)</td>
</tr>
<tr>
<td>Const.</td>
<td>1.001</td>
<td>1.000 *</td>
<td>*</td>
</tr>
<tr>
<td>(t-values)</td>
<td>(31.66)</td>
<td>(31.55)</td>
<td>(71.14)</td>
</tr>
</tbody>
</table>

It turns out that in the non-linear Probit model joint deterministic micro aggregation (MA_COM) now produces strongly biased estimators, while good results (almost unbiased) can be obtained also in the non-linear model with separate deterministic micro aggregation (MA_IND).

Consequently, separate deterministic micro aggregation (MA_IND) may be regarded as the only variant of the deterministic micro aggregation procedures which is suited for anonymisation given the multiple uses to be assumed for scientific use files. In the “Handbuch zur Anonymisierung wirtschaftsstatistischer Mikrodaten“ (Ronning et al., 2005), this procedure is recommended for anonymising micro data in addition to multiplicative stochastic noise.
Table 3: MC simulation – Probit model, different variants of deterministic micro aggregation, part of the regressors micro aggregated, 1,000 replications

<table>
<thead>
<tr>
<th></th>
<th>MA_IND</th>
<th>MA_COM based on $X_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Original</td>
<td>Difference not significant (5% level of significance)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>original</td>
</tr>
<tr>
<td>$X_1$</td>
<td>1.009</td>
<td>1.007</td>
</tr>
<tr>
<td>(t-values)</td>
<td>(12.88)</td>
<td>(12.87)</td>
</tr>
<tr>
<td>$X_2$</td>
<td>-1.008</td>
<td>-1.008</td>
</tr>
<tr>
<td>(t-values)</td>
<td>(-13.51)</td>
<td>(-13.49)</td>
</tr>
<tr>
<td>$X_3$</td>
<td>0.504</td>
<td>0.505</td>
</tr>
<tr>
<td>(t-values)</td>
<td>(7.77)</td>
<td>(7.78)</td>
</tr>
<tr>
<td>Const.</td>
<td>1.005</td>
<td>1.009</td>
</tr>
<tr>
<td>(t-values)</td>
<td>(14.91)</td>
<td>(14.94)</td>
</tr>
</tbody>
</table>

4 Measuring the disclosure risk

We measured empirical disclosure risks by exposing our data which had been anonymised for test purposes to simulated investigations in a laboratory context. To this end, we thoroughly examined the additional information on enterprises and local units a potential data intruder might have and also the quality of such information. Then we tried to make allocations based on sophisticated matching algorithms (Lenz, 2005). Unlike a real data intruder, we could determine the hit rates in our laboratory context. Since we know the real identity of the anonymised data files, we were also in a position to specify the usefulness of correctly allocated information by determining their deviation from the original data. In this way we could specify a quantitative measure for the extent of data protection.

4.1 Simulation of a data attack

In this section we discuss the concepts of additional knowledge and the most important scenarios of data attack (Vorgrimler and Lenz 2003).

4.1.1 Knowledge required by potential data intruders

In order to re-identify a statistical unit (e.g. a specific enterprise), several assumptions concerning the data intruder are necessary for successful attempts, see also (Brand et al., 1999):
• Additional knowledge about the object (in our case in the form of an external database and knowledge obtained by internet research)
• Knowledge about the participation of the firm in the target survey (response knowledge)
• Key variables contained in both target and external data (making a unique assignment possible)

Moreover, the data intruder must be personally convinced of the correctness of the assignment.

4.1.2 Scenarios of data attack
In (Elliott / Dale, 1999) several scenarios of data attack are mentioned, two of them are the database cross match, as it is called, and the match for a single individual.

Within a database cross match a data intruder matches an external database with the confidential target data. In order to enhance his external data, he tries to assign as many true pairs of records as possible.

In order to simulate a database cross match we generate a distance measure covering all common variables (so-called key variables) of the records in the two databases. As in a real data attack scenario data intruders tend to prefer a few selected variables, supposed to include less deviations from the original data to other, less reliable variables, it is left to the user to assign concrete weights $w_i$ to variables $i$, although, for the sake of simplicity, standardised weight intervals of $[0, 1]$ were laid down.

The objective is now to make assignments of records on the basis of the previously calculated distances. For that purpose, we minimize the sum of distances for all assignments to be made (total deviation). For the purpose of comparison, we use an algorithm firstly presented in (Lenz, 2003) and developed further in (Lenz, 2005).

The intention behind a single individual match is to gain information about a specific target individual. The data intruder collects information about the individual searched for, using several sources of information. For instance, he can generate additional information by commercial databases and generally accessible information (e.g. annual reports of enterprises). The collected information is then used to re-identify the target individual in the anonymised data base in order to get further information about it.
4.1.3 Combination of scenarios
In order to adequately evaluate the protection effect of an anonymisation method, both scenarios of data attack have to be taken into account. Let $R_{SIM}(u)$ denote the estimated re-identification risk associated with a single individual match applied to some unit $u$ and $R_{DCM}(u)$ denote the corresponding estimator for the re-identification risk associated with a database cross match. Then, the re-identification risk $R(u)$ can be estimated by the maximum of both estimators, $R(u) := \max\{R_{SIM}(u), R_{DCM}(u)\}$.

The re-identification risk for some unit strongly depends on the data blocks within the database to which it belongs. For instance, if an enterprise is assigned to a small branch of economic activity and/or to an upper employee size class, re-identification appears much easier than in the general case. Here, the re-identification risk $R_{SIM}(u)$ associated with a single individual match is expected to be higher than the corresponding one $R_{DCM}(u)$ associated with a database cross match. On the other hand, the database cross match is more effective than the single individual match in areas of data with high density, since in general there are many units with similar parameter values.

When by a data attack a set of additional knowledge was successfully assigned to an anonymised data set, all target variables which are contained in this data set were revealed. The benefit of a successful assignment hence arises from the "useful" information which a data intruder can reveal by successful identification. A piece of information revealed is only useful if the values revealed correspond to the "true values" or if the values revealed at least bear some similarity to the true values. If the deviation (between the value revealed and the "true" value) exceeds a certain level, a data intruder will not benefit from the information revealed. In our case, deviation is defined as the relative difference between the disseminated value and the "true" value of a variable.

This means that individual data will fulfil the criterion of being "anonymous" if the correctly assigned data set provides mainly useless information (the value revealed is outside a "deviation threshold" of the "true value"). It is a task of the statistical office to specify this deviation threshold. In the following examples, the deviation threshold has been set at 0.1 (that is, a value is considered to provide useful information for a data intruder if its relative difference from the true value is less than 10 percent) and the risk of revealing useful information is called disclosure risk.
4.2 Application to real world examples

In this chapter we describe how the above concepts can be applied to the German Turnover Tax Statistics 2000 (TTS) and the German Structure of Costs Survey 1999 (SCS). A more detailed description of the results can be found in (Lenz et al., 2005b).

4.2.1 German Turnover Tax Statistics

Turnover tax statistics are based on an evaluation of monthly and quarterly advance turnover tax returns to be provided by entrepreneurs whose turnover exceeds € 16,617 in the year 2000 and whose tax amounts to more than € 511 per annum. Nearly all economic branches are presented in the survey. The evaluation of the year 2000 contains almost 3 million records.

We consider three ways to anonymise the TTS, namely the formal anonymisation (FORMAL) and the previously described MA_IND and MA_COM.

Database cross match

The key variables of the TTS and the external data (additional knowledge) are branch of economic activity (NACE), total turnover, legal status and the regional key.

For laboratory data attack experiments we built a data base of external data containing nearly 9,300 enterprises with 20 or more employees, classified within NACE codes 10 - 37 (manufacturing industry). The corresponding subset of the target data contains nearly 37,000 enterprises. The following table 4 contains the results obtained by blocking data using the two-digit NACE code.

Table 4. Matching TTS: disclosure risk distributed among employee size classes

<table>
<thead>
<tr>
<th>TTS</th>
<th>Total</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>FORMAL</td>
<td>35.4</td>
<td>31.6</td>
<td>31.5</td>
<td>39.5</td>
<td>54.2</td>
<td>61.5</td>
<td>80.0</td>
</tr>
<tr>
<td>MA_IND</td>
<td>35.0</td>
<td>31.3</td>
<td>31.2</td>
<td>39.1</td>
<td>51.2</td>
<td>42.4</td>
<td>65.2</td>
</tr>
<tr>
<td>MA_COM</td>
<td>2.9</td>
<td>1.2</td>
<td>1.8</td>
<td>4.2</td>
<td>7.2</td>
<td>7.6</td>
<td>4.7</td>
</tr>
</tbody>
</table>

*1 = less than 25; 2 = 25-100; 3 = 100-1 000; 4 = 1 000-5 000; 5 = 5 000-15 000; 6 = more than 15 000.
Obviously, variant MA_IND provides less protection than the other. The great deviations between the two data sources are more decisive for this phenomenon than the slight (almost negligible) modifications to the TTS. While only about 1% of the enterprises have been classified differently with regard to regional information, nearly 25% of the enterprises covered by the German turnover tax statistics have been assigned to another branch of economic activity than their respective records of external data. Total turnover figures match relatively well. Only some 18.8% of the enterprises show deviations of more than 10% between both data sources.

As had to be expected in the authors’ opinion, the variant MA_COM produces safe micro data. On the other hand, this variant is connected with an unbearable abatement of statistical analysis. All in all, the disclosure grow (obtained by involving the concept of useful information) fall as the enterprise size increases.

**Match for a single individual**

We repeated the single individual match for 15 enterprises with the target data set being only formally anonymised. The key variables were the regional key, branch of economic activity, legal status and total turnover of the years 1999 and 2000. Using these key variables, only 6 out of 15 enterprises could be re-identified.

Hence, the results are in accordance with the database cross match, where the influence of divergencies between both surveys (irrespective of the method of anonymisation decided for) were the main reason for unsuccessful attempts. But we can also observe that in contrast to other statistics (like the German Structure of Costs Survey SCS) the structure of the German turnover tax statistics does not offer a data intruder more key variables within a single match scenario than in the scenario of a database cross match. Therefore, the risk of re-identification of a specific enterprise with respect to a single match scenario is not higher than the risk regarding a database cross match.
4.2.2 German Structure of Costs Survey

The following results refer to the German Structure of Costs Survey, which was described in subsection 3.1.

Database cross match

The key variables of the SCS and the external data (additional knowledge) are the branch of economic activity reduced to two digits, the regional key, total turnover and the number of employees.

In our laboratory experiments, the external data contain nearly 9,400 enterprises with 20 or more employees, classified to NACE codes 10 - 37 (manufacturing industry).

We carried out database cross matches with four different versions of micro aggregation of the numerical variables total turnover and number of employees. The results obtained are shown in table 5.

As had to be expected, the ratio of correct assignments increases with the size class. Although it is normal that for larger enterprises the micro aggregation procedures cause more pronounced changes in the variables, the column on the right of table 5 shows a notably high risk of re-identification and disclosure for enterprises with at least 1,000 employees.

Table 5. Matching SCS: disclosure risk distributed among employee size classes

<table>
<thead>
<tr>
<th>SCS</th>
<th>Total</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5Id</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>FORMAL</td>
<td>24.4</td>
<td>15.6</td>
<td>19.0</td>
<td>26.5</td>
<td>36.1</td>
<td>41.8</td>
<td>44.9</td>
</tr>
<tr>
<td>MA_IND</td>
<td>24.2</td>
<td>5.5</td>
<td>18.9</td>
<td>26.4</td>
<td>35.8</td>
<td>41.4</td>
<td>43.8</td>
</tr>
<tr>
<td>MA_GR10</td>
<td>19.8</td>
<td>12.8</td>
<td>16.9</td>
<td>21.5</td>
<td>26.1</td>
<td>29.7</td>
<td>24.1</td>
</tr>
<tr>
<td>MA_GR8</td>
<td>10.8</td>
<td>7.7</td>
<td>8.9</td>
<td>12.5</td>
<td>14.6</td>
<td>18.4</td>
<td>16.3</td>
</tr>
<tr>
<td>MA_COM</td>
<td>1.1</td>
<td>0.7</td>
<td>0.4</td>
<td>0.8</td>
<td>1.5</td>
<td>2.1</td>
<td>2.5</td>
</tr>
</tbody>
</table>

* 1 = 20-49 ; 2 = 50-99 ; 3 = 100-249; 4 = 250-499 ; 5 = 500-999 ; 6 = more than 999

Match for a single individual

We carried out the single individual match for 41 enterprises with the target data set being only formally anonymised. In general, the key variables were the same as in the previous subsection. In some instances, the variables total revenue, research and development investments (yes or no), trade activity (yes or no) appeared as further key variables. With these keys, 19 of the 41 enterprises searched for could be re-identified. Only one
enterprise could be re-identified among the 15 enterprises with less than 250 employees. On the other hand, among the larger enterprises a total of 18 out of 26 could be re-identified.

5 Conclusion

As was hoped, the results of the project will allow us to provide scientific users with wide access to business micro data. Besides, we realised that there are far reaching reservations among the scientific community about the application of data-perturbing anonymisation measures. Users seemingly prefer a clear reduction of information (e.g. suppressed regional information) to modifications in numerical values (e.g. turnover) (Sturm, 2005). Therefore, the application of data-modifying procedures should largely be restricted. If data-modifying procedures appear inevitable, a mix of information-reducing and data-modifying procedures is recommendable. Of the data-modifying procedures, the methods which may be used are in particular multiplicative stochastic noise and the micro aggregation variant treating individual variables separately.

Several stocks of anonymised data were made available in the course of project implementation. They included data on cost structures in industry and on structures in retail trade, and also turnover tax data.

Detailed descriptions of the scientific use files can be found in (Lenz et al., 2005a), (Vorgrimler et al., 2005) and (Scheffler, 2005). Recently, similar approaches were made in order to anonymise further business statistics like the German data of the Continuing Vocational Training Survey 1999 and the German Structure of Earnings Survey 2001.

Now, the anonymisation of data from many other surveys has become comparatively easy as each time the most promising anonymisation strategy can be selected from our project-related anonymisation approaches. Its protective effects can be determined with the help of our measuring tools and a catalogue of meta information be prepared for evaluating the analytical validity. In the meta data, the procedures applied are made transparent to the user in the first place. The findings suggest that the anonymisation process will always have to be tailored to the specific data set (Sturm, 2005).
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